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Abstract—Adaptive systems have been broadly used in a wide range of applications and can be categorized into linear or nonlinear adaptive systems. Unfortunately, hardware complexity for implementing adaptive systems is usually high. In this paper, a low-complexity LMS algorithm based on a new number system is proposed and applied to multilayer perceptron (MLP). Simulation results show that the proposed adaptive algorithm, with its much lower complexity, can still achieve comparable performance to traditional adaptive algorithms.

I. INTRODUCTION

Adaptive systems are currently being employed in a wide range of applications, including prediction, system identification, interference cancellation, and equalization. From an engineering perspective, an adaptive system consists of the following three functional blocks:

- A network consisting of a set of adjustable weights,
- a comparator for measuring the difference or error between the output of the network due to an input signal and the corresponding desired response, and
- a control algorithm for adjusting the weights of the network in response to the error signal [1].

Depending on whether the network is linear or nonlinear, we may classify adaptive systems as linear or nonlinear, respectively. If the input-output map of the network obeys the principle of superposition whenever its weights are held fixed, an adaptive system is said to be linear. Otherwise, an adaptive system is said to be nonlinear. In this paper, we will focus on a kind of nonlinear network structure, called multilayer perceptron (MLP) [2]. MLP has been applied to many applications such as pattern recognition, nonlinear system identification, etc.

Adaptive system implementation often demands high hardware complexity since many multiplications are required. In this paper, we will first introduce a new number representation system, called grouped signed power-of-two (GSPT) number system and its corresponding adaptive algorithms [3]. The GSPT number system divides each coefficient into several groups of consecutive signed digits and allows at most one nonzero digit in each group. As a result, the complexity of the network is reduced since fewer digits need processing in a multiplication operation. Then, we propose an adaptive algorithm for MLPs with GSPT weights and it operates like the log-log LMS algorithm [4], yet with a variable step-size and a simple updating mechanism.

As an application of this new adaptive nonlinear system, we choose to solve the power amplifier (PA) nonlinearity compensation problem. A nonlinear radio frequency PA introduces, generally, two types of distortion: AM/AM and AM/PM effects. They result in output signal amplitude and phase modulation when the input signal envelope fluctuates. This can bring about severe signal distortion especially when non-constant-envelope modulation schemes are used, which is generally the case in spectral-efficient communication systems. The combination of non-constant envelope modulation with nonlinearity of PA elicits problems such as spectrum spreading, constellation distortion, inter-modulation products, etc. To eliminate these effects, working a power amplifier with appropriate back-off is one solution. However, this results in reduced power efficiency. Pre-distortion presents another solution to this problem that allows for the use of more efficient, nonlinear amplifiers. Basically, this technique aims to introduce “inverse” nonlinearities that can compensate the AM/AM and AM/PM distortions generated by the nonlinear amplifiers. The MLP network provides the capability to realize adaptive pre-distortion to effectively compensate PA characteristic variations caused by temperature drifting, power supply variation, PA aging, etc [5][6].

The paper is organized as follows. In Section II, we present the GSPT number system and several GSPT-based LMS algorithms. Section III proposes GSPT-based back-propagation algorithm for MLP networks. In Section IV, the pre-distortion problem of power amplifier is selected to verify the feasibility of the MLP networks with GSPT weights and GSPT-based adaptive algorithm. Finally, Section V concludes this paper.

II. GSPT-BASED LMS ALGORITHMS

The LMS algorithm is widely used in linear adaptive systems because of its simplicity and robustness. In digital communication systems, LMS adaptive filters are extensively useful and we will use it as an example to explain the GSPT-based LMS algorithms. An LMS adaptive filter can be divided into two parts: the linear filter and the coefficient updating block. The LMS algorithm for an N-tap adaptive filter is described by the following equations and a figure illustrating these equations clearly can be found in [7]:

\[ y[n] = \sum_{k=0}^{N-1} w_k[n] \cdot x[n-k] , \]  \hspace{1cm} (1)

\[ e[n] = d[n] - y[n] , \]  \hspace{1cm} (2)

\[ w_k[n+1] = w_k[n] + \mu \cdot e[n] \cdot x[n-k] , \hspace{0.5cm} 0 \leq k \leq N-1 , \]  \hspace{1cm} (3)
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where \( n \) is the time index, and \( w_{k}[n], d[n], e[n], x[n], \) and \( y[n] \) represent the \( k \)-th filter coefficient, the desired signal, the error signal, the input signal, and the output signal, respectively. In general, we can simplify the LMS adaptive filter using the sign-error (sign-data) LMS algorithm by replacing \( e[n] (x[n-k]) \) with simply the sign of \( e[n] (x[n-k]) \). Actually, the sign-sign LMS algorithm can be used to further reduce the implementation complexity using only the sign of \( e[n] \) and that of \( x[n-k] \) in updating [8]. This suggests that the direction of the update is more important than the magnitude of the update if the step-size is kept small.

In the following, we introduce a number representation system and two associated adaptive algorithms [3]. The GSPT algorithms can reduce the complexity of both the linear filter and the coefficient updating block of an adaptive filter.

A. GSPT Number System

The main idea of the Grouped Signed Power-of-Two (GSPT) number system is to represent a number by several groups of digits and in each group at most one nonzero signed digit (1 or -1) is allowed. Suppose that a 12-bit GSPT number is partitioned into three groups. Then, a GSPT number can be represented as

\[
449 = 512 - 64 + 1 = 001001000011, \quad (4)
\]

where each group is marked by an underline and the digit ‘-1’ is represented by \( \bar{1} \).

B. GSPT LMS Algorithm

As mentioned before, the updating direction is more important than the magnitude of the update. Therefore, only the direction of the term, \( e[n] \cdot x[n-k] \), is used for the coefficient updating in the GSPT LMS algorithm. The GSPT LMS algorithm for an \( N \)-tap adaptive equalizer is described by the following equations (1)(2)(5). Equation (5) describes the updating equation of the GSPT LMS algorithm as follows:

\[
w_k[n+1] = \begin{cases} w_k[n] \uparrow, & \text{if} \quad e[n] \cdot x[n-k] > 0 \\ w_k[n], & \text{if} \quad e[n] \cdot x[n-k] = 0, \quad 0 \leq k \leq N - 1. \\ w_k[n] \downarrow, & \text{if} \quad e[n] \cdot x[n-k] < 0 \end{cases} \quad (5)
\]

When \( e[n] \cdot x[n-k] \) is positive (zero or negative), we increase (freeze or decrease) the linear filter coefficient \( w_k[n] \). The updating unit is shown in Figure 1(a) and an illustration of the updating operation is given in Figure 1(b).

When a positive trigger (increase) signal, \( carryin \), is received, \( b_3 b_2 b_1 b_0 \) of this updating unit ‘shifts up’ to increase its value. Likewise, when a negative trigger (decrease) signal, \( borrowin \), is received, \( b_3 b_2 b_1 b_0 \) of this updating unit ‘shifts down.’ If \( b_3 b_2 b_1 b_0 \) has been already at the upper (lower) limit 1000 (0000) and a positive (negative) trigger signal is received, the output signal \( carryout (borrowout) \) is sent to the next more significant unit and \( b_3 b_2 b_1 b_0 \) is reset to 0000. The coefficient updating block can be implemented by cascading three updating units in the 12-bit coefficient example. More details about this algorithm can be found in [3].

C. GSPT-AS LMS Algorithm

In mobile communication applications, the convergence speed of an adaptive system in the receiver is crucial. To improve the convergence speed while at the same time keep the complexity at a reasonable level, the idea of the log-log LMS algorithm [4] is adopted. The updating equation of the log-log LMS algorithm is given by

\[
w_k[n+1] = w_k[n] + \mu \cdot Q(e[n]) \cdot Q(x[n-k]), \quad 0 \leq k \leq N - 1, \quad (6)
\]

where \( Q(z) \) selects the power-of-two value that is closest to \( z \). Applying this idea to the GSPT number system, the updating term is first calculated in the same way as the log-log LMS algorithm. Based on the magnitude of the updating term, we can inject a carry/borrow signal to the corresponding updating unit. For example, in a 12-bit integer coefficient with four groups, numbered from 1 to 4 (from MSB to LSB), we can increase/decrease the coefficient by sending a trigger to the 4th group if the magnitude of the updating term is smaller than or equal to 2. Similarly, the coefficient is increased/decreased at the 3rd, 2nd, and the 1st groups if the magnitude of the updating term is between 4 and 16, between 32 and 128, and larger than 256, respectively. We call this scheme GSPT-AS LMS algorithm and it is illustrated in Figure 2. Note that the updating term can be computed without multiplication since the step-size is a power of two and an additional updating unit is used for coefficient updating to improve the coefficient precision.
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Figure 1. (a) GSPT updating unit. (b) Illustration of the operation in a GSPT updating unit.
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Figure 2. Coefficient updating block of the GSPT-AS LMS algorithm.

III. GSPT-AS-BASED BACKPROPAGATION ALGORITHM FOR MLP

In this section, we first introduce the multilayer perceptron (MLP) and the back-propagation algorithm used to train the MLP [2]. Then, the GSPT-AS-based back-propagation-like training algorithm is proposed.
IV. PREDISTORTION FOR POWER AMPLIFIER USING MLP WITH GSPT-AS-BASED BACKPROPAGATION

To verify the feasibility of the proposed GSPT-AS-based backpropagation algorithm in practical applications, an MLP using GSPT-AS-Based back-propagation algorithm is used for computing the pre-distortion for nonlinear power amplifiers.

A. Power Amplifier Model

To simulate a solid-state power amplifier, the following model [6] is used for the AM/AM conversion:

\[ g(A) = \frac{A}{(1 + A^{2p})^{1/2p}}. \]

The AM/PM conversion of a solid-state power amplifier is usually small enough to be neglected [9]. Figure 4 depicts several examples of the normalized transfer functions. A good approximation of existing amplifiers is obtained by choosing \( p \) in the range of 2 to 3. In this experiment, we use \( p = 2 \).

B. Pre-distortion Architecture

The learning architecture for the MLP is shown in Figure 5(a) and Figure 5(b) illustrates the architecture used for pre-distortion after learning. During the learning, the magnitude of the input constellation is regarded as the desired signal. The magnitude of the distorted constellation is taken as the input of the MLP. The difference between the neural network’s output and the desired signal is used to train the neural network. After completing the learning, the magnitude of the input constellation is pre-distorted by the trained MLP. The output of MLP and the phase of the input constellation are then translated to rectangular coordinates and sent to PA.
C. Simulation Results

64-QAM modulations are used for simulations and the MLP architecture used is the network shown in Figure 3 and ten hidden neurons, excluding the bias neuron, are used. The MLP is trained by the GSPT-AS-based back-propagation algorithm, and traditional back-propagation algorithm with floating-point and with fixed-point programs. The learning sequences of above three schemes are shown in Figure 6. We can see that the floating-point scheme achieves the best performance but has the lowest convergence speed. The GSPT-AS scheme has the fastest convergence speed but the highest mean square error after convergence. The iterations required for the GSPT-AS scheme to achieve the stable state is only half of that required for the fixed-point scheme. Much larger fluctuations of the convergence curve are caused by inherent variable step-size property of the GSPT-AS scheme. Figure 7 shows the 64-QAM constellations generated by the PA with pre-distortion computed by the GSPT-AS-based MLP. It is obvious that it works very well except for the four corner signal points. Actually, Figure 8 indicates that the GSPT-AS-based MLP pre-distortion has very close performance to the floating-point MLP pre-distortion.

V. CONCLUSIONS

In this paper, we extend the application of the GSPT number system to nonlinear adaptive systems, such as MLP. The GSPT-AS-based back-propagation algorithm is proposed to train an MLP that is used for pre-distortion of nonlinear power amplifiers. Simulation results show that the GSPT-AS-based back-propagation algorithm can achieve comparable performance with that of the conventional back-propagation algorithm. However, the complexity required to implement such a GSPT-AS-based back-propagation algorithm is much lower. Therefore, the GSPT-AS-based MLP can be an efficient solution to many difficult problems in need of nonlinear adaptive systems.
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